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ABSTRACT

Social tagging is an increasingly popular phenomenon with
substantial impact on Music Information Retrieval (MIR).
Tags express the personal perspectives of the user on the
music items (such as songs, artists, or albums) they tagged.
These personal perspectives should be taken into account
in MIR tasks that assess the similarity between music items.
In this paper, we propose an novel approach for cluster-
ing music items represented in social tagging systems. Its
characteristic is that it determines similarity between items
by preserving the 3-way relationships among the inherent
dimensions of the data, i.e., users, items, and tags. Con-
versely to existing approaches that use reductions to 2-
way relationships (between items-users or items-tags), this
characteristic allows the proposed algorithm to consider
the personal perspectives of tags and to improve the clus-
tering quality. Due to the complexity of social tagging data,
we focus on spectral clustering that has been proven effec-
tive in addressing complex data. However, existing spectral
clustering algorithms work with 2-way relationships. To
overcome this problem, we develop a novel data-modeling
scheme and a tag-aware spectral clustering procedure that
uses tensors (high-dimensional arrays) to store the multi-
graph structures that capture the personalised aspects of
similarity. Experimental results with data from Last.fm in-
dicate the superiority of the proposed method in terms of
clustering quality over conventional spectral clustering ap-
proaches that consider only 2-way relationships.

1. INTRODUCTION

Music Information Retrieval (MIR) is highly interdisci-
plinary a field that, due to the nature of music, requires
an increased amount of contextual information for most of
its processes [1]. One popular method that supplies this
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contextual information is the practice ofsocial-tagging.
Social tags are shared, free-text keywords that web users
can assign to music items, such as artists, albums, songs,
playlists, genres, etc. The popularity of music tagging rests
with the easy and effective organisation it produces, in con-
trast to the obscure and ambiguous hierarchical classifica-
tion (in terms of genre, mood, etc). Social tagging assists
the retrieval of items and social expression of taste [2].
Therefore, tags over music items reflect conveniently the
personalised opinion of users for these items.

Social tagging attracts increasing attention and MIR sys-
tems like Last.fm [3] and MyStrands [4] contain a body
of collected data in which data mining is challenging and
promising. One of the most essential data mining tasks is
the clustering of music data to assist their organisation,
the creation of playlists and the model-based music rec-
ommendation. However, several existing MIR approaches
consider clustering of data based solely on features ex-
tracted directly from the audio. In contrast, the proposed
approach is based on user-generated content, in the form of
tags, in order to include contextual information that would
be otherwise non-extractable from the content of items.

Data from social-tagging systems have 3 inherent di-
mensions: the users, the music items, and the tags. More-
over, they contain 3-way relationships of the form items–
users–tags between these dimensions. Thus, there is a clear
difference between just knowing that a tag has been applied
to an item regardless by which users, and knowing the spe-
cific users that applied this tag to the item. The reason is
that in the latter case the tag expresses the personalised per-
spective of the specific users on the item. Clustering of mu-
sic items with existing algorithms requires the suppression
of the 3 dimensions and the reduction of their 3-way rela-
tionships into 2-way of the form items–users or items–tags.
This is because most existing clustering algorithms model
the data in 2-dimensional arrays whose rows correspond
to items and columns to features. Thus, clustering can be
performed over items-users or items-tags arrays, but not
without breaking the original 3-way relationships between
items-users-tags. However, such approach may incur loss
of valuable information contained in the 3-way relation-
ships.

To address the complexity of data from social tagging
systems, we focus on the popular family of spectral cluster-
ing algorithms. This type of clustering algorithms work on
a similarity graph that connects every item to itsk nearest-
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Figure 1. The steps followed by the proposed approach.

neighbors (k-NN) and map each item to a feature space de-
fined by eigenvectors of the similarity graph. Spectral clus-
tering algorithms have been proven effective in address-
ing complex data [5]. However, existing spectral cluster-
ing algorithms cannot be used directly for data from social
tagging systems without suppressing the 3 dimensions in
order to consider only either items-users or items-tags re-
lationships. The reason is that existing spectral clustering
algorithms form thek-NN similarity graph based on the
single valueof similarity between each pair of items.

To overcome the problems of existing approaches and
avoid breaking the original 3-way relationships existing in
social-tagged data, we propose the extension of spectral
clustering in order to become tag-aware and directly han-
dle all present dimensions. Our technical contributions to-
wards this objective are the following: (i) We provide the
insight thatmultiple similarity valuesbetween each pair
of items should be used to account for the fact that when
all 3 dimensions are considered, then similarity between
two items depends both on the users who tagged them and
the tags they assigned, a fact that leads to several similar-
ity values between them. (ii) To support multiple similarity
values, we extend the modeling based onk-NN similarity
graphs by usingk-NN similarity multigraphs, which allow
the existence of multiple edges between two nodes. (iii)
We extend existing spectral clustering algorithms to con-
sider thek-NN similarity multigraphs by extracting infor-
mation about eigenvectors fromtensors(i.e., multidimen-
sional arrays). (iv) We perform experiments with real data
crawled from Last.fm and compare the proposed method
against conventional spectral clustering that suppresses the
original data and consider only 2-way relationships (either
items-users or items-tags) in terms of quality of the final
clustering.

The rest of this article is organised as follows. Section 2
reviews related work. Section 3 presents an overview of the
proposed approach, whereas Section 4 describes the pro-
posed data modeling and Section 5 the proposed clustering
algorithm. Experimental results are detailed in Section 6.
Finally, Section 7 concludes the article.

2. RELATED WORK

Clustering tagged music data, as well as their visualisa-
tion, has also been the focus of the research of Lehwark et
al. [6]. In the interest of discovering new music based on
the semantic organisation provided by tags on music data,
they propose the use of the Emergent-Self-Organising-Map

(ESOM) for the clustering of tagged data. Additionally,
they also utilise U-Map in order to provide a visually ap-
pealing user interface and an intuitive way of exploring
new content. Differently from this approach, we apply spec-
tral clustering in contrast to ESOM while our focus is on
multiple pairwise similarities in contrast to visualisation of
the produced clusters.

Levy et al. [7], investigate the performance of mod-
els for varying latent dimensions examining the alteration
of low-dimensional semantic representations discrimina-
tive capability in searching music collections. This approach
is different than the one presented in our work, as we fo-
cus on multiple pairwise similarities on the music data for
the purpose of clustering the music items, in contrast to [7]
where different models are tested in order to uncover emer-
gent semantics from social tags for music.

The clustering of music data has received extensive at-
tention from the MIR community. Most research aims in
genre classification (readers are suggested [8] for a detailed
survey of the area) as the classification emerging is based
on objective similarity measures from the data, thus avoid-
ing the constraints possed by fixed taxonomies, which may
be difficult to define as well as suffer from ambiguities and
inconsistencies. Using a set of extracted features from the
content of the music data, and a similarity measure for the
comparison of the data, clustering algorithms organise mu-
sic data in clusters of similar objects.

Symeonidis et al. [9] proposed dimensionality reduction
using higher order SVD for the purposes of personalised
music recommendation. That is, given a user and a tag,
their purpose is to predict how likely is the user to label
a specific music item with this tag. However, conversely
from [9] we use tensor factorisation for extracting spec-
tral information and performing spectral clustering, not for
predicting recommendations.

3. OVERVIEW OF PROPOSED APPROACH

This section outlines the proposed approach. The steps that
will be described in the following are depicted (for refer-
ence) in Figure 1.

Existing (non tag-aware) spectral clustering algorithms
[5] first compute thek-NN similarity graph, which con-
nects every item with itsk-NN. Next, the Laplacian graph
of the k-NN similarity graph is used instead, because of
the benefits it offers, i.e., it is always positive-semidefinite
(allowing its eigenvector decomposition) and the number
of times 0 appears as its eigenvalue is the number of con-



nected components in thek-NN similarity graph. Due to
these convenient properties, ifc clusters are required to
be found, spectral clustering algorithms proceed by com-
puting thec eigenvectors that correspond to thec small-
est eigenvalues, and represent each original item as ac-
dimensional vector whose coordinates are the correspond-
ing values within thec eigenvectors. With this representa-
tion, they cluster thec-dimensional vectors using simple
algorithms, like k-means or hierarchical agglomerative.

As described in Introduction, differently from conven-
tional spectral clustering algorithms, our proposed approach
considers multiple similarity values between each pair of
items. In particular, letU be the set of all users. For a given
tagt, let U1 ⊆ U be the set of users that tagged an itemi1
with t, whereasU2 ⊆ U be the set of users that tagged
an itemi2 with t too. We can define a similarity value be-
tweeni1 and i2 as follows. We form two vectorsv1 and
v2, both with|U | elements that are set to 1 at positions that
correspond to the users contained inU1 andU2, respec-
tively, whereas all rest positions are set to 0. Therefore, the
similarity betweeni1 andi2 is given by the cosine measure
between the two vectorsv1 andv2. Since the above process
can be repeated for all tags, the result is several similarity
values between each pair of itemsi1 andi2. The set of all
multiple similarity values are tag-aware and reflect the per-
sonalised aspect of similarity perceived by the users (e.g.,
two users may tag the same item but using entirely differ-
ent tags).

To account for the various similarity values between
each pair of items, we extend (Section 4) thek-NN similar-
ity graph to ak-NN multidigraph that is the union of mul-
tiple simplek-NN graphs, one for each distinct tag. The
adjacency matrix of ak-NN multidigraph forms a tensor,
i.e., a multidimensional array. In order to attain the afore-
mentioned advantages of the Laplacian graph, we propose
a method (Section 5.1) to extent towards the construction
of the Laplacian multidigraph, whose adjacency matrix is
again represented as a tensor. To map each item to a fea-
ture space comprised from spectral information extracted
from the Laplacian tensor, we describe (Section 5.2) how
to use tensor factorisation that extends SVD to multidimen-
sional arrays. Finally, based on the computed features, we
describe (Section 5.3) how the clustering is performed. To
help comprehension, we use the data from the following
example.

Example 1(Data representation).We assume 3 users that
assign tags to 4 music items (henceforth ‘items’ for sim-
plicity) from a tag-set with 3 tags. Each assignment com-
prises a triple of the form (user, item, tag). The 9 triples
of the example are given in Table 1, whereas we addition-
ally denote (in the first column) the ID of the triple. The
corresponding view of the data as tripartite graph is de-
picted in Figure 2. In this figure, the numbered edges cor-
respond to the triple IDs in Figure 2a. For instance, the first
triple (ID = 1) is: Alice tagged Elvis as Classic. In Fig-
ure 2 this corresponds to the path consisting of all edges
labelled as 1. To avoid cluttering the figure, parallel edges
(i.e., edges between the same two nodes) with different la-

bels are depicted as one with different labels separated by
comma. In this example, we assume that Elvis and Beatles
form one cluster, whereas Mozart and Bach form a sec-
ond cluster. This follows by observing in Figure 2 that,
although users tag items from both clusters, they assign
different tags to the first cluster than the second. There-
fore, the relationships between users-items alone are not
able to determine a clustering structure among the items.
In contrast, when considering the multi-way relationships
between users-items-tags, we are able to better detect the
clustering of items. Although this simple example high-
lights the advantage of preserving the multi-way relation-
ships compared to considering only item-user relationships,
our experimental results show the advantages compared to
the consideration of only item-tag relationships, as well.¤

ID User Item Tag
1 Alice Elvis Classic
2 Bob Beatles Classic
3 Bob Elvis Classic
4 Bob Mozart Symphonic
5 Joe Mozart Symphonic
6 Joe Bach Symphonic
7 Alice Mozart Orchestral
8 Joe Mozart Orchestral
9 Joe Bach Orchestral

Table 1. Example of input data
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Figure 2. Illustration of the tripartite graph.

4. DATA MODELLING

In this section, we describe the modelling of multiple sim-
ilarity values with ak-nearest-neighbor multidigraph. A
multidigraph is a directed graph permitted to have multi-
ple directed edges (henceforth, simply called edges), i.e.,
edges with the same source and target nodes.

A tripartite graph (like in the example of Figure 2b) can
be partitioned according to the tags. For each tagt, we



get the corresponding underlying subgraphBt, by keeping
users and items that participate in triples with this tag.

Each bipartite subgraph is represented with its adjacency
matrix Bt (1 ≤ t ≤ |T |), whose size is|I| × |U |; that
is, its rows correspond to items and its columns to users.
(Henceforth, wherever there is no ambiguity, we use inter-
changeably the same symbol for a graph and its adjacency
matrix.) Each elementBt(i, u) is equal to 1, if there is an
edge between the itemi and useru, or 0 otherwise. There-
fore, from each adjacency matrixBt we can compute for
every pair of itemsi, j (1 ≤ i, j ≤ |I|), a similarity mea-
sure according to the values in their corresponding rows
Bt(i, :) andBt(j, :). Following the widely used approach
for 2 dimensional matrixes (like document-term in infor-
mation retrieval or user-item in CF), we consider the cosine
similarity measure between every pair of items.

Having defined a similarity measure, from each sub-
graphBt (1 ≤ t ≤ |T |), we can compute the correspond-
ing k-nearest neighbor (k-NN) graph,Nt, which is a la-
belled and directed graph (digraph). The nodes of eachNt

correspond to the items. There is an directed edge between
itemsi andj (1 ≤ i, j ≤ |I|), if j is among thek nearest
neighbors ofi. Each edge is labelled with the correspond-
ing similarity value.

Considering allk-NN digraphs together, we form thek-
NN labelled multidigraph,N , that summarises all multiple
similarities. The nodes ofN correspond to the items. The
labelled edges ofN is a multiset resulting from the union
of the labelled edges of allNt for 1 ≤ t ≤ |T |.

Example 2(k-NN multidigraph).For the data in Figure 2,
the resultingk-NN multidigraphN , for k = 1, is depicted
in Figure 3a. The multiple edges between the nodes of
N denote the different similarities between the items, ac-
cording to the different tags. To assist notation, we assume
that T1 denotes the first tag, i.e., Classic,T2 the second,
i.e., Symphonic, andT3 the third, i.e., Orchestral. In Fig-
ure 3a, the edges representing similarities according to tag
Ti (1 ≤ i ≤ 3) are annotated withTi and then follows the
corresponding similarity value.1 Notice thatN correctly
captures the clustering structure: edges exist only between
items of the same cluster, i.e., between Elvis and Beatles
for the first cluster and between Mozart and Bach for the
second. Conversely, in Figure 3b, which depicts thek-NN
digraph when only user-item relationships are considered,
the separation of clusters is not clear. ¤

5. THE PROPOSED CLUSTERING ALGORITHM

5.1 Constructing the Laplacian Tensor

For eachk-NN digraphNt (1 ≤ t ≤ |T |) of N , compute
Dt as a diagonal matrix the diagonal elements of which are
defined as follows:

1 In this small example, to avoid numerical problems, we assign similarity equal
to 0 when at least one item has no edge at all in the corresponding bipartite
graphs. Moreover, to avoid cluttering the graph, only the non-zero similarities
are depicted.
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Figure 3. Thek-NN multidigraph for the running example.

Dt(i, i) =
|I|∑

j=1

Nt(i, j) (1)

The Laplacian matrix,Lt, of eachNt is computed as
follows [10]:

Lt = 1I−D
−1/2
t NtD

−1/2
t (2)

where1I is the identity matrix.
The Laplacian tensor ofN is therefore defined asL ∈

R|I|×|I|×|T |, whose elements are given as follows:

L(i, j, t) = Lt(i, j) (3)

Thus, each matrixLt, for 1 ≤ t ≤ |T |, comprises a frontal
slice inL.

The Laplacian tensorL has 3modes: the first mode cor-
responds to the items, the second mode to the neighboring
items, and the third mode to the tags. To perform spectral
clustering, we are interested in extracting the spectrum of
L for the first mode. This procedure is explained in the
section to follow.

5.2 Factorising the Laplacian Tensor

In this subsection, we summarise the factorisation of the
Laplacian tensor using Tucker decomposition [11], which
is the high-order analogue of the Singular Value Decompo-
sition (SVD) for tensors. The factorisation of the Laplacian
tensor will produce the required spectrum of its first (cor-
responding to items) mode.

First, we define then-mode productT ×n M between
a generalN -order tensorT ∈ RI1×...×IN and a matrix
M ∈ RJn×In . The result is an(I1 × I2 × . . . × In−1 ×
Jn × In+1 × . . . × IN )-tensor, whose entries are defined
as follows (elements are denoted through their subscript
indexes):

(T ×n M)i1i2...in−1jnin+1...iN =
∑

in

Ti1i2...in−1inin+1...iN Mjnin (4)

SinceL is a 3-order tensor, we henceforth focus only on
1-mode, 2-mode and 3-mode products.

The Tucker decomposition of the 3-order tensorL can
be written as follows [12]:



L ≈ C ×1 P1 ×2 P2 ×3 P3 (5)

The P1 ∈ R|I|×|I|, P2 ∈ R|I|×|I|, P3 ∈ R|T |×|T | are
called the mode-1 (items), mode-2 (neighboring items),
and mode-3 (tags) projection matrixes, respectively. The
3 projection matrixes contain the orthonormal vectors for
each mode, called the mode-1, mode-2 and mode-3 sin-
gular vectors, respectively.C is called the core tensor and
has the property of all orthogonality. Nevertheless, unlike
SVD for matrixes,C is not diagonal. Recently, several al-
gorithms have bee proposed to efficiently compute the com-
ponents of the Tucker decomposition. Due to lack of space,
more details about the algorithms and their complexity can
be found in a recent survey on tensor factorisation [11].

Having already performed the Tucker decomposition of
the Laplacian tensorL, we are interested in the mode-1
singular vectors that are stored inP1. A frequently fol-
lowed approach in spectral clustering, whenc clusters are
required, is to select thec eigenvectors associated to thec
smallest eigenvalues [5]. Similarly, we select thec mode-1
singular vectors inP1 associated to the smallest singular
values in the core tensorC.

5.3 Performing the Final Clustering

To find c clusters of items using thec mode-1 singular
vectors that were computed and selected during the fac-
torisation of the Laplacian tensor, we apply the following
steps: (1) Normalise thec selected mode-1 singular vectors
to have norm equal to 1. (2) Form a matrixX ∈ R|I|×k,
whose columns are the normalisedc selected mode-1 sin-
gular vectors. (3) Associate each itemi to a pointxi whose
coordinates are the contents of thei-th row ofX. (4) Choose
a distance metric for the(xi)i=1,...,|I| points. (5) Cluster
the points(xi)i=1,...,|I| into c clusters using a conventional
clustering algorithm, according to the chosen distance met-
ric. (6) Assign each item to the cluster of its associated
point.

Due to the properties of the Laplacian tensor, in prac-
tice, the points inX can be easily clustered (Step 5) us-
ing simple conventional algorithms, like the K-Means or
the hierarchical agglomerative algorithms. In the sequel
we consider hierarchical agglomerative algorithms for this
purpose based on Euclidean distance (Step 4).

Therefore, the proposed approach can better detect the
clustering as it fully exploits all users-items-tags relation-
ships. This is verified with the experimental results in the
following section.

6. PERFORMANCE EVALUATION

6.1 Experimental setting

In our experiments we tested the proposed method, de-
noted as Tag-aware Spectral Clustering (TSC). For com-
parison purposes we tested two baseline Spectral Cluster-
ing methods, denoted as SC(U) and SC(T), that apply spec-
tral clustering on a 2-dimensional item-user and item-tag
matrix, respectively. In the former matrix an element is

set to 1 when the corresponding item has been tagged at
least once by the corresponding user (otherwise set to 0),
whereas in the second matrix, when the corresponding item
has been assigned at least once the corresponding tag (oth-
erwise set to 0). All methods have been implemented in
Matlab using the same components. Tensor factorisation
was computed using the Tensor toolbox2 .

We used a real data set crawled from Last.fm (June
2008) by using Last.fm web services. The music items cor-
respond to song titles. There are 64,025 triplets in the form
user–tag–song. These triplets correspond 732 users, 2,527
tags and 991 songs.

Social-tagging data present problems like tag polysemy
and sparsity. To address them, we applied the widely used
technique of Latent Semantic Indexing (LSI) and reduced
the number of dimensions in the modes of users and tags,
by maintaining a percentage of them. This reduction was
performed by modelling the original triples as a 3-mode
tensor and applying Tucker decomposition [11]. The item
mode is left unchanged, whereas the number of maintained
users and tags after this process is expressed as a percent-
age (default value 30%) of the original number of users and
tags (for simplicity we use the same percentage for both).
Both SC(U) and SC(T) also utilise this technique by main-
taining the same percentage for users or tags.

To form thek-NN similarity graphs and multidigraphs,
we used the cosine distance, which is commonly applied
for 0-1 sparse data like in our case. We tested several val-
ues ofk and found that all examined methods are not sen-
sitive in this parameter (default valuek = 10). For the
fifth step of the spectral clustering algorithm, we examined
the Unweighted Pair Group Method with Arithmetic mean
(UPGMA) hierarchical agglomerative clustering algorithm
over the Euclidean distance (in the spectral feature space).
Following the approach of conventional spectral clustering
algorithms [5], we considered the number of clusters as a
user-defined parameter. The quality of the final clustering
result is measured with the popular Silhouette coefficient
(the higher the better) that expresses both the coherency
within clusters and the separation between clusters. For an
item that is mapped to a vectorx in the spectral feature
space and is assigned to clusterC, its silhouette coefficient
s(x) is calculated as follows:ax is the mean distance of
x from all other vectors inC, whereasbx is the minimum
mean distance from vectors in all other clusters exceptC.
Then,s(x) = (bx− ax)/ max(ax, bx). The overall silhou-
ette coefficient is the mean of alls(x) for eachx. 3

6.2 Experimental results

We experimentally compare TSC against SC(U) and SC(T).
The mean Silhouette coefficients for varying number of
clusters is depicted in Figure 4. Due to its ability to con-
sider 3-way relationships, TSC clearly outperforms the two
baseline methods, which suppress the 3-way relationships

2 http://csmr.ca.sandia.gov/∼tgkolda/TensorToolbox/
3 For all compared method the silhouette coefficients are computed

based on the Euclidean distance in the resulting feature space.



into 2-way, thus loosing information that is valuable for the
clustering.
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Figure 4. Results for varying number of clusters.

We also tested the sensitivity of the result against the
percentage of maintained users/tags after the application of
LSI (described in Section 6.1). Figure 5 depicts the result-
ing Silhouette coefficients for varying values of this per-
centage (the number of clusters is set to 10). When the per-
centage of maintained users/tags is severely low, the qual-
ity of TSC is reduced, as the resulting information is not
adequate to capture the clustering structure. When the per-
centage is high, quality is again reduced, as the problems
in the original data (polysemy, sparsity, noise) cannot be
addressed. Therefore, in accordance to most applications
of LSI, the best performance is attained with percentages
that are in between the two extremes. In all cases, TSC
compares favorably against TS(U) and TS(T).
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7. CONCLUSIONS

We proposed a novel, tag-aware clustering algorithm for
music data from social tagging systems. The advantage of
the proposed algorithm over conventional clustering algo-
rithms is that it preserves all 3 dimensions in the data and
the 3-way relationships among them. The 3-way relation-
ships of the form items–users–tags between these dimen-
sions offers a clear advantage between just knowing that a
tag has been applied to an item regardless by which users,
and knowing the specific users that applied this tag to the
item. To attain its advantages, the proposed algorithm uses

tensors to store the underlying data model represented with
multigraph structures, and extracts spectral features from
them using tensor factorisation. Experimental results with
real data showed that the proposed method yields cluster-
ing with better quality compared to conventional spectral
clustering methods that suppress the dimensions and con-
sider only 2-way relationships.
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